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Supplementary Information  

The following supporting information provides: i) the radiocarbon database analyzed in this 
study along further details about the data quality control, binning and calibration 
procedures; ii) a description of the methodological steps followed in the radiocarbon 
palaeodemographic modelling, including the links to a GitHub repository where the ad hoc 
Python and R scripts used in the statistical analyses and visualization are freely available;  
iii) additional discussion about regional population patterns based on regional SPDs 
analyses; and iv) additional information about the statistical methods used for model 
selection and the calculation of demographic growth rates.   

Supplementary Methods 

1. PALEODEM radiocarbon database description  

A new georeferenced database of radiocarbon dates (hereafter PALEODEM 
radiocarbon database) has been created for this study using bibliographic references.  It 
includes 1198 14C determinations, from 795 assemblages in 246 archaeological sites, 
covering the period between the Early Magdalenian and the end of the Late Mesolithic in 
the Iberian Peninsula. This dataset encompasses the most up-to-date list of archaeological 
14C dates for this time range in the Iberian Peninsula. The complete list of sites, their 
descriptions and the corresponding bibliographic references are available on Zenodo – doi: 
10.5281/zenodo.1145698.  

We have taken an all-inclusive approach during early stages of the data collection 
process, considering the total number of radiocarbon determinations, under the premise 
that large samples would built a more representative dataset. However, there is an 
undoubtedly need for critically auditing the database, as discussed below.  

Potential methodological and archaeological problems could affect the accuracy of 
a radiocarbon determination. These issues are related with sample pretreatment 
techniques, the method of radiocarbon measurement (whether conventional or AMS), as 
well as constraints concomitant with the characteristics of the sample itself and its 
associated archaeological context. Supplementary Table 1 shows the absolute and relative 
frequencies of radiocarbon dates according to the sample material and their rank of 
chronological precision, itself based on the inbuilt age of each material (1-3).   

Charcoal is the most common dated sample in the Iberian record (44% of the total), 
especially detrital charcoal found dispersed into stratigraphic layers. This sample type 
might be affected by the well-known and extensively discussed “old wood effect” (2, 4). 
Dating short-lived samples taxonomically identified reduces the uncertainty of the inbuilt 

https://zenodo.org/deposit/1145698
https://zenodo.org/deposit/1145698
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age of radiocarbon dates.  We have distinguished between short-lived (n=53) and long-lived 
charcoal samples (n=481), when that information was available in the literature.   

 
 

Sample  Inbuilt sample age  Rank  n  %  

Seeds_fruits  0-1 1  11  1  

Short lived charcoal  0-1 1  53  4  

Human bone (tooth inl.)  <20  1  79  7  

Bone <20  1  358  30  

Long lived charcoal  <100  2  481  40  

Marine shells  >100 3  150  13  

Pollen  Unknown  4  1  0  

Sediment  Unknown  4  14  1  

Organic paint  Unknown  4  12  1  

Land snail shells  Unknown  4  2  0  
 

Supplementary Table 1. Absolute and relative frequencies of different sample types from the 
PALEODEM project database (period 18,000-7,500 cal BP).  
 

Bone samples are the second largest material of the PALEODEM database (n=358). 
When the information was available, we have differentiated between individual samples 
(n= 131), and aggregated samples (n=63), since that trait has direct implications for the 
degree of reliability of the carbon measurement in the sample (1). At present, bone is 
considered one of the most reliable materials to date, whether the collagen fraction or the 
structural-mineral fraction is concerned. The reliability of dating cremated bones has also 
been demonstrated (5-6). However, anomalously low δ13C values have been reported for 
calcined bones, suggesting that the mineral bone fraction is somehow altered, and 
exchange with other sources of carbon during heating cannot be excluded (7). In this 
regard, the assessment of the ratio C:N has been established as a quality indicator for 
radiocarbon dating of bone samples (8).  

Despite the advances on removing carbon contaminants from archaeological bone 
samples (e.g. by means of ultrafiltration protocol), recent studies have reported how the 
amount of residual 14C in the bone can be significantly altered by the inclusion of any small 
fraction of unknown carbon source, producing large laboratory errors (2, 3, 9). This problem 
particularly affects samples dated beyond ∼2 or ∼3 half-lives (i.e. dates > 11460 BP) where 
residual 14C is already low. Nevertheless, as far as the PALEODEM database is concerned, 
more than 87% of radiocarbon dates are outside the problematic time range. 

Marine shell samples represent 13% of the radiocarbon dates in PALEODEM 
database. These cases are affected by the “marine reservoir effect” (MRE) (10-12). The 
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carbon accumulated in marine shells comes from a mixing of different sources, which cause 
a deviation from atmospheric carbon. Moreover, the variation in the marine reservoir 
effect, which depends on whether the marine mollusk species are filter feeders (e.g. 
Cerastoderma or Scrobicularia genus) or grazers (e.g. Mytilus genus), should be taken into 
account (3, 13). MRE also exists in samples from human remains where there is evidence 
of a significant marine dietary intake (these cases represent 4% of the PALEODEM 
database). Ultimately, although the number of radiocarbon dates affected by MRE in the 
PALEODEM database represents a low percentage of the whole assemblage (14%), it is 
necessary to consider the ∆R value and calibrate dates with the appropriate marine/mixed 
curve to obtain more precise and reliable chronometric measurements, particularly in the 
Early Holocene section.  

Pollen, bulk sediment, organic pigment or land snails samples are minimally 
represented in the PALEODEM database. This kind of samples are problematic for obtaining 
accurate radiocarbon ages given the possible combination of different sources of carbon. 
The most evident example is the “limestone effect” recognized on land snail samples (14, 
15).  

2. Data quality control and filtering criteria  

Similarly to other works analyzing large radiocarbon datasets (16, 17), we have 
filtered the PALEODEM database to identify potentially unreliable 14C dates. The following 
tables summarize the set of filtering criteria applied to accept the validity of the 
radiocarbon ages analyzed in this study according to the sample (Supplementary Table 2), 
and its association with the archaeological context (Supplementary Table 3), respectively.  

Accepted 14C dates  Rejected 14C dates  

Individual seeds and fruits, taxonomically identified  Pollen  

Individual short-lived charcoal Bulked sediment  

Individual bones  Land snail shells  

Individual long-lived charcoal  
Marine shells and human remains (with known ∆R)  

Charcoal and organic pigments  

Samples with SD ≤ 200  Samples with SD > 200  

 
Supplementary Table 2. Filtering criteria applied concerning the sample type and the laboratory 
error.  
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Accepted 14C dates  Rejected 14C dates  

Individual short-lived charcoal, spatially associated with 
anthropogenic features  

Individual/aggregated long-lived charcoal of detrital 
origin, when consistent with the chrono-cultural 
interpretation  

Aggregated bone, when dates are consistent with the 
chrono-cultural interpretation  

Bulk charcoal and bulk bones 
samples, when inconsistent with 
relative cultural attribution  

Reliable samples in undisturbed archaeological 
contexts  

Reliable samples in severely 
disturbed archaeological contexts  

 
Supplementary Table 3. Filtering criteria applied concerning the uncertainty of association and 
stratigraphic interpretation.  
 

We have retained for analysis all the individual radiocarbon ages measured on 
taxonomically identified samples of palaeobotanical remains (seeds and fruits), as well as 
short-lived charcoals identified to genus level, both stratigraphically associated with, and 
spatially related to, anthropic contexts. In addition, samples from individual bones and 
individual long-lived charcoal have been accepted if there was a high probability of 
association with anthropic activity (e.g. hearth, fireplace, burial, …).  

Additionally, we have admitted those radiocarbon dates from individual samples of 
marine shell species with known ∆R value and from aggregated samples of bone and 
charcoal, if the 14C determinations were consistent with the chrono-cultural interpretation 
of the site and the archaeological sequence based on the artifactual evidence.  

A filter for laboratory errors of uncalibrated ages equal to, or lower than 200 years, 
regardless of the method of radiocarbon measurement - conventional or AMS - was also 
established in order to accept radiocarbon ages for further statistical analysis, thereby 
rejecting those dates that have reported higher error values (n=127). In addition, samples 
of bulk sediment or pollen (n=15) with no clear association with anthropogenic 
occupational activity were also discarded. Finally, land snails, marine shells with an 
unknown reservoir effect, and samples of organic pigments, were also discarded (n=60). By 
applying the filtering criteria specified above, we retained 907 radiocarbon dates and 
excluded 291.  

An exploratory error analysis of the standard deviation indicates that over 90% of 
the dates have errors of 200 years or less, and 67% have errors of 100 years or less 
(Supplementary Figure 1). In sum, the mean of laboratory errors for the entire PALEODEM 
database is 118 years and 115 years for the filtered subset.     
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Supplementary Figure 1. Histogram (50-year bins) of 14C laboratory errors of the radiocarbon dates 
in PALEODEM database. Green bars represent the absolute frequency and blue line their 
cumulative proportion (following 18).  

The correlation between filtered and unfiltered radiocarbon dates in the 
PALEODEM database shows a modest correlation coefficient (r=0.48), demonstrating that 
the results of any analysis carried out in them will be different, depending on whether one 
uses one subset or the other (Supplementary Figure 2).  
 

 

Supplementary Figure 2. Frequency of filtered and unfiltered radiocarbon dates in the PALEODEM 
database. Left: Histogram of 200-year bins based on the median of the calibrated range for each 
radiocarbon date. Yellow bars show the frequency distribution of the filtered radiocarbon dates, 
whereas green bars show the unfiltered frequencies. Right: Scatter-plot with filtered and unfiltered 
radiocarbon dates and the result of a linear regression analysis. 
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3. Binning process  

Intra-site sampling bias or “wealth bias” may affect the representativeness of 
different archaeological phases and blur their weight in the reconstruction of 
palaeodemographic dynamics from chronological time-series analysis (18, 19). To mitigate 
the over-representation of radiocarbon dates from the same archaeological layer or 
context, we have followed a semi-manual process for combining radiocarbon dates within 
200-year bins, prior to calibration. We set the bin widths at 200 yrs because the mean of 
the laboratory errors in the study (the filtered dataset used for analysis) is 115 14C years. 
Therefore, 200 years has a suitable heuristic value for identifying and pooling dates that 
may derive from the same phase of activity, without mistakenly ignoring phases of activity 
that are separate in time, which may be a more serious error in regards to the results. We 
have used the R_Combine and Combine functions of Oxcal software, according to the 
sample material of each radiocarbon date, and following the instructions of the most recent 
version of the Oxcal 4.3 Manual (http://c14.arch.ox.ac.uk/oxcalhelp/hlp_contents.html). 
These functions perform a chi-squared test, the result of which is used to determine 
whether two or more radiocarbon dates from the same source or context are statistically 
equivalent (20) and, consequently, if they can be combined within the same bin. After this 
process, the pruned database included 783 radiocarbon dates for calibrating.  

4. Calibration procedures  

Calibration routines have been implemented in IOSACAL, an open-source Python 
package (http://iosacal.readthedocs.io/en/latest/). The corresponding script is available 
on GitHub (calibrate_single_date_mixed_curve.py in repository PALEODEM/Palaeo-
demographic-models). 

 All radiocarbon dates have been calibrated using the Intcal13 and the Marine13 
calibration curves (21). Those samples requiring marine calibration or mixed marine-
atmospheric calibration (marine shell samples and human bones with marine diet intake), 
have been calibrated with an especially developed “mixed calibration and reservoir effect” 
function allowing to mix two different calibration curves in a certain proportion, and to 
introduce the local ∆R correction value. We have applied the values defined in the original 
publications when the researchers have provided them (Supplementary Table 4 and 
Supplementary Figure 3). In the case of the Mediterranean coast, we have used the online 
marine reservoir correction database accessed at the website http://calib.org  (22), where 
the ∆R value represents the weighted mean for this geographic region and is expressed in 
14C years. Additionally, radiocarbon dates from the Cantabrian region will need different 
∆R according to their specific chronologies (12). Ultimately, we have implemented this 
particular function to obtain more precise and reliable absolute chronologies in our study, 
however, there is still a lively debate about the methods used in determining regional 
differences in marine radiocarbon reservoir effect (23, 24). 

http://c14.arch.ox.ac.uk/oxcalhelp/hlp_contents.html
http://c14.arch.ox.ac.uk/oxcalhelp/hlp_contents.html
http://iosacal.readthedocs.io/en/latest/
http://iosacal.readthedocs.io/en/latest/
http://iosacal.readthedocs.io/en/latest/
http://calib.org/
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Supplementary Figure 3. Geographic distribution of archaeological sites with radiocarbon dates 
subject to marine calibration. The numbers refer to the different local ∆R values according to 
specific geographic locations considered in this study and referred in Supplementary Table 4. The 
background map has been generated in ArcGIS 10.3 using 1 arc-second SRTM raster data (available 
from https://earthdata.nasa.gov/) to represent terrain via a hillshade model.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  

https://earthdata.nasa.gov/
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∆R value  References  Region  Site ID  

69 ± 17 Monge-Soares et al., 2016 Algarve  2  

-110 ± 15 Valente et al., 2014 Western Algarve  166  

-116 ± 40 Valente et al., 2014 Western Algarve  168  

-116 ± 44 Valente et al., 2014 Western Algarve  145  

380 ± 30 Bicho et al., 2010 Estremadura 
portuguesa  4, 146  

95 ± 15 Carvalho 2010 
Estremadura 
portuguesa, 
Alentejo  

11, 134, 140, 141, 143, 144, 147, 
150, 151, 163, 164, 165, 167, 
248, 249   

140 ± 40 Martins et al., 2008 Muge 
shellmiddens  127, 128, 129, 132  

-150 ± 155 Araujo 2015 Sado 
shellmiddens  130, 131, 133, 158, 159, 160  

-105 ± 21 Monge-Soares et al., 2016 Cantabrian Sea - 
Holocene  

80, 85, 98, 108, 110, 111, 114, 
115, 117, 119, 120, 122, 237  

-117 ± 70 Monge-Soares et al., 2016  Cantabrian Sea - 
Pleistocene 87  

95 ± 61 Gibaja et al., 2015 Mediterranean 
coast of Spain  124  

-108 ± 31 Monge-Soares et al., 2016 Atlantic coast of 
Spain  242  

 

Supplementary Table 4. Local ∆R values specifically applied to each site of the PALEODEM database. 
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5. Temporal frequency distribution of radiocarbon dates and archaeological sites  

After the calibration process, the medians of the calibrated ages have been 
aggregated in two different frequency histograms: the first one showing dates in 200-year 
bins (Supplementary Figure 4, top), and the second showing archaeological sites by 
millennia (Supplementary Figure 4, bottom).  In both histograms, the frequency 
distributions are represented according to three different categories of archaeological sites 
– caves, rock shelter, and open-air deposits – which allows one to assess, at the exploratory 
level, the potential effects of taphonomic bias and settlement patterns. The scripts for both 
frequency histograms are available on GitHub (frequencies_histogram.py and 
frequencies_histogram_type_sites.py in repository PALEODEM/Palaeo-demographic-
models). 

 

 
 
Supplementary Figure 4. Frequency distribution of radiocarbon dates and sites. Top. Histogram 
(200-year bins) of calibrated filtered dates’ medians. Bottom. Frequency distribution of 
archaeological sites by millennia.  
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The frequency distribution of calibrated radiocarbon dates by site type 
(Supplementary Figure 4, top) clearly shows a dominance of radiocarbon dates from closed 
sites (whether caves or rock shelter archaeological deposits) along the Late Glacial section 
of the analyzed time series (18-13 kya). This phenomenon is consistent with the variation 
in number of sites by millennia (Supplementary Figure 4, bottom), in both cases due to 
field-oriented research biases. In contrast, from the Early Holocene onwards we observe a 
monotonic increase in both the number of radiocarbon dates from open-air sites and in the 
number of open-air sites by millennia. This pattern of frequency distribution on the open-
air archaeological record fits well with the so-called “taphonomic bias”, a time-dependent 
destruction of sites and datable material (25).    
 
 
6. Chronological modelling: Summed Probability Distributions and bootstrapping  

In this study, we have used a chronological modelling approach based on the 
analysis of Summed Probability Densities (SPD) of archaeological radiocarbon dates. 
Supplementary Figure 5 illustrates the sequence of work processes and analytical 
procedures followed to obtain the population proxy. The procedures regarding the 
database collection, error analysis, filtering, binning processes and radiocarbon calibration 
have been previously described (Supplementary Sections 1 and 4). Once the 14C dates were 
calibrated, we have followed two different work-processes. On one hand, we calculated 
the medians of each single radiocarbon date and aggregated them in frequency histograms 
of dates and sites (as detailed in Supplementary Section 5); whereas on the other hand, the 
normalized probability distribution of all individually-calibrated dates were aggregated to 
produce a SPD.  

 
 
Supplementary Figure 5. Flowchart of the modelling approach followed in this study to obtain the 
SPD population proxy. 
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Recent works have brought to attention the effects of using normalized probability 
densities from individual dates, which consists in the rescaling of the area of the calibrated 
density distribution, before aggregating them into SPDs (26-28). Basically, the resulted SPD 
curve shows an exacerbation of spikes corresponding to the steepest parts of the 
calibration curve.  

 

Supplementary Figure 6. Date normalization and its consequences on the analyzed time series. The 
red lines depict the original SPDs whereas the black bold lines depict the median of the bootstrap 
results. The vertical gray dashed lines represent the breakpoints between demographic phases. 
Top: SPD based on normalized dates after applying bootstrap and taphonomic bias correction. 
Bottom: SPD based on unnormalized dates. The observed long-term trends remain very similar 
despite differences in the density values of the transition between phase 1 and 2 (more attenuated 
when using unnormalized densities), in phase 2 (with slightly higher probability densities when 
using unnormalized) and the timing of the transition between phases 2 and 3 (more abrupt in the 
case of unnormalized than in normalized probability densities). 
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6.1 Taphonomic correction and non-linear scaling adjustment 

The obtained SPD curve was then subjected to taphonomic bias correction using the 
Supplementary equation 1 proposed by Surovell et al. (25), which was here only applied to 
open-air sites.  

n(t) = 5.726442 · 106 (t + 2176.4)-1,3925309  (1) 

where n(t) is the relative number of radiocarbon dates expected to survive from 
time t. The functions to produce Summed Probability Distributions (SPD) and apply the 
taphonomic bias correction were developed in Python and integrated with the IOSACal 
package. Both scripts are available on GitHub repository PALEODEM/Palaeo-demographic-
models (as SPD_curve.py and SPD_curve_taphonomic_correction.py, respectively).  

Freeman and colleagues have proposed a different scaling factor that aims to 
correct SPDs for the sub-linear relationship between energy consumption and population 
size they have observed for modern case studies (29). In Supplementary Figure 7, we 
compare the taphonomically corrected SPD for all the dates under analysis with an 
uncorrected curve and one re-scaled according to Freeman et al. (30). In the context of the 
current study, neither adjustment is particularly significant. 

Supplementary Figure 7. Comparison between adjusted  taphonomic or sublinear scaling and non-
adjusted SPDs. 

As Supplementary Figure 7 makes clear, taphonomic correction does not strongly 
influence the results of the current study. Between approximately 12,000 and 10,000 cal 
BP the taphonomically corrected SPD contains higher values than the uncorrected one, 
whereas at 8000 cal BP the uncorrected curve is higher. However, the differences are slight, 
and far below the level of statistical significance when considered alongside the 
bootstrapped confidence intervals. This is due to the archaeological context of the data in 
this study: most open-air sites in Iberia date from the Early Holocene and later.  Before 
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10,000 cal BP, the vast majority of the dates are from caves or rockshelters, and although 
the Surovell correction would increase the summed probabilities for earlier periods (if all 
the dates were from open air sites), it is not applicable to the cave contexts considered for 
the current work. 

The Freeman correction (Supplementary equation 2) has been applied to the 
uncorrected SPD (Supplementary Figure 7). 

 
                f’(t) = 1.15 f(t)                       (2)      
  
where f(t) is the SPD time series and f’(t) its scaled equivalent. Although this has as a more 
pronounced effect than the taphonomic correction, it is nonetheless a small adjustment, 
raising the level of the 8000 cal BP peak in the SPD but having little other effect. As 
discussed by Freeman and colleagues (29, 30), this correction works in the opposite sense 
to the taphonomic adjustment, having greater influence upon the later part of the study, 
for which the summed probability values are higher. As also pointed out by Freeman and 
colleagues, neither adjustment has much of an effect on small probability values. The 
Freeman adjustment is a preliminary model of true relationship between human 
population level and the production of archaeological materials, but its universal 
application is a matter for debate. It may predict a sub-linear relationship between the 
radiocarbon record and other archaeological proxy measures of population, but to the best 
of our knowledge, this is yet to be demonstrated empirically using archaeological data. 
Therefore, we have not applied it to the SPDs in the current study.  Reads curious about 
now this adjustment affects the modelled growth rates fitted to the SPDs can revise our 
values by factor of 1.15. 

6.2. Bootstrapping confidence intervals 

Grounded on the criticism expressed about the validity of the SPD approach as a 
suitable population proxy, some authors have argued that other factors than population 
size may create peaks and troughs in summed probability distributions (31). In order to 
evaluate if the SPD curve in our case study, can be attributed to random sampling 
fluctuations introduced by the radiocarbon calibration curve or laboratory errors, instead 
of genuine changes in population densities, we have used bootstrapping simulation. 

The application of this method allows to achieve two very important goals: 
Obtaining a population curve much less noisy than the original SPD and determining a 
confidence interval around our proxy. With the former, we improve the way to reduce the 
noise, usually consisting on applying a moving average whose consequence is dragging the 
spurious fluctuations along time, and with the latter, we introduce the ability to test 
whether fluctuations within the same curve, i.e. for different periods, are significant. 

The application of bootstrap techniques at the radiocarbon dates time-series 
analyses, trace its roots back to the seminal paper of Rick (32) “Dates as Data”, and have 
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become very popular between a broad range of other scientific fields such as economics 
(33), or ecological fields (34). Focusing on archaeological and anthropological research, 
bootstrap resampling method has been recently used to show uncertainty in population 
density estimation (35), to test the statistical significance of the observed patterns in 
radiocarbon datasets analyzed (19), to examine sampling errors in datasets (36). 

Bootstrapping is a standard statistical technique primarily utilized to provide a 
means of estimating standard errors of statistical estimates (37). The method consists 
essentially in assuming the original, and taphonomically corrected, SPD as a null model and 
obtain a back-calibrated set of dates analogous to the original one. We also assign the 14C 
laboratory errors drawn from the original set so that the uncertainty associated to 
laboratory errors is actually the same. Then, we calibrate again the simulated set of dates 
to obtain a simulated SPD. The process can be repeated many times (in our study we ran 
up to 1000 iterations) in order to obtain a collection of simulated SPDs from which the 
median and 68% and 95% confidence intervals can be extracted. We consider this 
bootstrap median as our population proxy. 

 
6.3 Required number of simulation runs 

 
To test whether the number of bootstrap iterations was adequate, we repeated the 

process using different number of simulation runs. Visual inspection of the simulated SPD 
reveals a considerable amount of noise when only 10 sampling iterations are performed, 
but not much significant difference between the results for 100 and 1000 iterations 
(Supplementary Figure 8). This can be demonstrated more formally examining how the 
bootstrapping process converges upon a stable average (38). We have done this by 
subsetting the bootstrapping data and calculating the total difference between the median 
summed probability simulated each year over N sampling runs and the equivalent result 
after 1000 iterations. As shown in Supplementary Figure 9, stable simulations are reached 
quite quickly, after only approximately 50 sampling runs, and convergence is achieved after 
about 200 runs. Therefore, the 1000 sampling runs used throughout this paper can be seen 
as a conservative method that will not introduce noise or make a false representation of 
the data. 
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Supplementary Figure 8. Effect of the number of bootstrap simulations in the confidence interval 
of the SPD population proxy. Tests were performed with different number of iterations (N=10, 
N=100, N=1000, N=10000). 
 
 

 
Supplementary Figure 9. Convergence analysis showing the average difference between 1000 
simulated SPDs and their subsets. 

 
 The 8000 cal BP cut-off was also chosen to avoid ‘edge effects’ relating to potential 

interactions with the beginning of the Neolithic in Iberia. This period introduced to Iberia 
new cultural process that were not intrinsic to the dynamics of the hunter-gatherer 
societies that existed beforehand, and therefore not relevant for the purposes of our study. 
Furthermore, the timing of the start of the Neolithic was not uniform across Iberia, as it 
occurred later in Atlantic and Cantabrian regions than elsewhere. By limiting our model 
fitting analyses to events before 8000 cal BP we avoid these complexities and ensure our 
study is focused on endemic processes. This has the added advantage of excluding 
Mesolithic data post-dating 8000 cal BP from our analyses. These data derive from sites 
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that are highly visible, especially in the Atlantic region, and have been intensely 
investigated by archaeologists and thus represent an example of positive research bias.  
 
 
6.4. Effects of the calibration curve (atmospheric or marine) on the observed SPD  
  

In Supplementary Figure 10 SPDs of dates obtained from atmospheric and marine 
samples are compared to the overall SPD used for the analyses presented elsewhere in this 
paper. Samples from mixed carbon reservoirs, i.e. samples of human bone where stable 
isotopes have indicated a high level of marine protein in the diet, have been calibrated 
using an appropriate mixed curve and added to the atmospheric SPD.  

Due to the lesser number of samples, the confidence intervals of the SPD of marine 
dates have a large span, and consequently they evince very little significant structure 
except for a pronounced spike at the end of the series (ca. 8000 cal BP). As Supplementary 
Figure 10 (bottom) makes clear, this spike in activity is due to the significant number of 
marine samples dating to the Late Mesolithic period. This, in turn, is a function of the 
nature of Late Mesolithic sites and the high visibility and long-standing research interest in 
shell middens and burials of the period (e.g. 39, 40).  

Turning to the individual regional units (Fig.3 and Supplementary Discussion), it is 
therefore unsurprising that the 8000 cal BP spike is not present in any of the inland 
contexts. In short, this is an example of research bias influencing the shape of the SPDs, 
and for this reason we have excluded all points in time after 8000 cal BP from the model 
fitting exercise. Before this date, we can be more confident that the distribution of 
radiocarbon samples in time is randomized better and therefore more likely to reflect 
fluctuations in population. Marine samples are nonetheless important to include in the 
analyses overall because they have a subtle but significant influence on the SPD at other 
points in time, such as between 9500 and 9000 cal BP.  Also noteworthy are periods of low 
activity common to both curves. Low activity levels between 10,500 and 10,000 cal BP is 
apparent in both atmospheric and marine SPDs, and the slight increase in activity 
associated with the start of demographic phase III is a common to both curves. 
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Supplementary Figure 10. A comparison of SPDs calculated using all 14C samples (top) atmospheric 
samples (middle) and marine samples (bottom). 
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6.5. Choice of calibration curves and back-calibration datasets for simulation 

 
To ensure that the bootstrapping process used in this paper is robust against the 

choice of calibration curve used in the simulations, we have repeated the steps outlined 
above using different calibration curves for simulation. We have conducted the analysis 
using the atmospheric and marine Intcal13 curves, and by randomly allocating a specified 
proportion of the simulated dates to the marine 14C axis when back-calibrating and re-
calibrating. The results (Supplementary Figure 11) demonstrate that the choice of 
calibration curve for the simulations has no significant influence over the results. This, in-
turn, implies that the stochasticity inherent to simulated SPDs is caused by the shape of 
the empirical SPDs and the number of data points or sampling locations in the analyses. In 
terms of calibration effects, it seems that the characteristics common to both the marine 
and atmospheric curves are more important to this process than the differences between 
them. The issue of simulating local reservoir effects is more complex. It is possible to draw 
from the source data, and assign these at random to the simulated dates, following the 
procedure used for assigning 14C measurement error. However, because of the 
noncommutative nature the summing process, it is necessary to also apply a matching age 
offset to the samples drawn from the empirical SPD. This has two drawbacks: firstly, the 
age offsets are strictly not equivalent, since one is in calendar time and the other on the 
14C axis, but for practical purposes they are similar. Secondly, and more importantly, the 
random offset causes the process to integrate different parts of the calibration curve at 
either side of the sampling point, thereby imposing a smoothing or averaging effect upon 
the overall results at high frequencies. Conversely, as apparent in Supplementary Figure 
11, there is also a tendency to sample more frequently from calibration curve spikes. The 
result is a set of bootstrap simulations that actually more closely resembles the original 
empirical SPD, but it does so by amplifying noise from the original calibration curve or 
curves from which the empirical SPD was calculated. Resolving the mathematical 
complexities of this situation is something we leave for future research. For the purposes 
of the present study, the choice of calibration curve for the simulations has demonstrably 
little influence.  
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Supplementary Figure 11. A comparison of SPDs simulated using dates calibrated with the 
atmospheric (intcal13) curve, the marine13 curve, and a combination of dates where 80% were 
calibrated with the atmospheric curve and 20% with the marine curve (thus matching the relative 
proportion of dates in the original dataset). Also indicated is a curve composed of simulated dates 
calibrated using the marine curve, with added local reservoir effects drawn at random from the 
source data. 

  
 
6.6. Testing a null model 
 

To establish whether the observed relative population changes significantly deviate 
from a global trend, we have fitted an exponential function to the population proxy curve, 
thus creating our model for the null hypothesis. We have applied the bootstrapping 
methodology described above to the null model as well, in order to obtain 95.4% and 68.2% 
confidence intervals (CI) around the null hypothesis (script available in PALEODEM/Palaeo-
demographic-models GitHub repository as exponential_null_model_pvalue.py). This 
technique allows to elucidate which local periods are above or below the 95.5% CI envelope 
(19,17).  

Repeating this exercise using the marine curve for the bootstrapping instead of the 
atmospheric one, few differences occur in the various sets of results. This is true even 
where we have randomly applied local ∆R corrections during the simulations, sampling 
these from the source data. Compared with the results generated using the atmospheric 
intcal13 data (main text, Figure 2, bottom), there are no major differences concerning the 
periods where population is identified as significantly higher or lower than the null model 
(Supplementary Figure 12). 
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Supplementary Figure 12. A comparison of the simulated population proxy (median of 1000 
simulation runs) and exponential null model (1000 simulation runs) calculated using the marine13 
curve with local reservoir effects randomly sampled from the source data and applied to each 
simulated date. Global p<.000999 
 

7. Model Selection and Demographic Growth Rates  

7.1. Motivation and Choice of Demographic Model(s)  

This section specifies the methodology followed in the model selection and 
calculation of the demographic growth rates discussed in the manuscript.  A single 
exponential growth curve that fits the SPD for the entire time period of interest is the most 
widely used model in the literature (17, 19, 35, 36, 41). However, some authors, for some 
case-studies, have started to move beyond this paradigm. Bevan and collaborators (28) 
have used logistic growth for the Late Holocene of UK and Ireland; whereas Goldberg and 
collaborators (42) have suggested a model with two demographic phases for South 
America: a logistic growth phase, followed by exponential growth from the mid-Holocene 
onwards. In addition, Brown (43) has made the case for dynamic growth models derived 
from temporal frequency analyses.  

In our case, as the null hypothesis significance testing found sufficient evidence to 
reject exponential growth as an explanatory framework for the population proxy, we have 
explored alternative and more complex hypotheses using an information-theoretic based 
model selection approach, which is explained in detail further below. Any model selection 
approach, however, must begin with a choice of models to test against the empirical data.  

Rather than opting for a fully dynamic growth rate, as proposed by Brown (80), we 
opt for a more parsimonious solution, attempting to keep the number of changes in 
demographic regime to a minimum, whilst leaving more detailed work – which will 
inevitably involve analyses at the sub-regional level – for future work. We note that, to our 
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trained eye, there seem to be two natural breakpoints that coincide with well-established 
environmental and cultural transitions. The first one relates to the onset of the YD around 
12.9 kya and the second with the onset of the Early Mesolithic around 10.2 kya. Our 
models, therefore, range from a single demographic phase to a total of three demographic 
phases. As is natural, the more phases are considered, the more variety in choice of 
functions to fit different phases. This choice was heuristic yet based on the shape of the 
population proxy, as well as on our own knowledge of the mathematical functions at hand. 
Of our six models, we considered two 2-phase models and three 3-phase models. The 
functions considered include both the exponential and logistic growth curves already 
considered in the literature as well as, for the 3-phase models, a logarithmic decay curve – 
whose shape is distinct from that of exponential decay – as well as an exponential decay 
towards a limiting value.  

Our models, therefore, increase in complexity (Fig.4), from a single exponential or 
logistic fit to the entire temporal domain of interest (models A and B), to a dual exponential 
(C), dual logistic (D), a simple exponential for phases 1 and 3 with exponential decay 
towards a limiting value for phase 2 (E), and the same except for logistic growth fitted to 
phase 3 (F). 

The choice of breakpoints between phases is very important since it will dictate 
whether or not a particular model will be a good fit to the data. For the present paper, we 
will consider only the two already mentioned breakpoints, namely that corresponding to 
the YD (12.9 kya) and the onset of the Mesolithic (10.2 kya). However, the timing of these 
transitions is not as sharp and well-dated as these often-cited dates seem to portray them. 
They also did not occur contemporaneously across the whole of the Iberian Peninsula. To 
account for this, we have allowed these breakpoints to vary by one-year increments within 
ranges given by the above-mentioned dates plus or minus 150 years. This will provide a 
measure of uncertainty around our inferences, especially the growth rates that should 
account for (at least some) sub-regional variability.  
  
 

7.2. Model Selection Methodology  
  

We expanded on the approach of Goldberg et al (42), where a 2-phase regression 
was fit to the SPD, the corresponding likelihood calculated and Schwarz Bayesian Criteria 
(SBC, also referred to as Bayesian Information Criteria or BIC) used to rank the different 
models. Unlike them, however, we decided to use Akaike’s Information Criteria (AIC) which 
offers more robustness from both a theoretical and practical point of view (44, 45). In 
particular, AIC can also be derived from a Bayesian framework (with a savvy prior), but, 
unlike the SBC, it has a solid foundation in Information Theory. It is also demonstrably 
better than SBC at model selection in situations where there is a tapering effect with 
growing model complexity, as we expect the case to be with fitting a time series such as an 
SPD.  
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For each model, we picked the breakpoint values that yield the highest likelihood 
values and we then calculate the AIC index using the Supplementary equation 3.  

𝐴𝐼𝐶 = −2 𝑙𝑜𝑔(𝐿) + 2 𝐾  ,            (3) 
  
where 𝑙𝑜𝑔(ℒ) is the log-likelihood of the regression fit and 𝐾is the total number of 
parameters of the model, which is given by the number of regression parameters (two for 
the case of the exponential fit, three for the exponential with baseline and logarithmic fits 
and four for the logistic fit) plus one for the standard deviation, which is also estimated. 
The model with the lowest AIC value is the best-fitting one, and the AIC differences 
between the best model and the others can be used to calculate the weight of evidence in 
favor of each model, also known as the Akaike weights (45), and which are given by the 
Supplementary equation 4:  

𝑤𝑖 =  
𝑒𝑥𝑝(−1

2∆𝑖)

∑𝑗 𝑒𝑥𝑝(−1
2∆𝑗)

  ,            (4) 

  
where ∆𝑖= 𝐴𝐼𝐶𝑖− 𝐴𝐼𝐶𝑚𝑖𝑛are the AIC differences for each model.  

For completeness, we have also attempted to vary the beginning of our time range 
of interest in order to check whether this affected the best-fitting and model selection 
results. By doing this, one is effectively changing the dataset by adding extra data-points to 
the time series, whereas model selection criteria cannot be compared across different 
datasets. To overcome this issue, we ran our model selection routines for different values 
of the starting point separately, and compared results at the end. Interestingly, for each of 
these runs, the AIC (and indeed BIC) differences were the same irrespectively of the value 
of the starting point. This effectively means that, for model selection purposes, we can 
arbitrarily choose a starting point and, therefore, we have chosen the value of 16,600 cal 
BP which is the approximate date of the beginning of the Upper Magdalenian in the 
Cantabrian and the Mediterranean regions.  

The modelling and selection routines were implemented in R, an open source 
programming language and software environment for statistical computing and graphics 
(46, https://www.R-project.org), using code which is freely available on GitHub (in 
repository PALEODEM/Palaeo-demographic-models/Model_selection). 

 
7.3. Results  

 
The best-fitting breakpoints for each model, corresponding to the ones already 

seen in Fig.4, along with corresponding selection criteria are shown in Supplementary Table 
5. Of all the 90,601 possible combinations of breakpoint values, Model F was consistently 
the one with the lowest selection criteria, in addition to being the one with the absolute 

https://www.r-project.org/
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lowest AIC and SBC values – which is why the weight of evidence is completely in favor of 
this model out of this set.  
  
 

Model Best-Fitting Breakpoints AIC SBC Weight of Evidence 

A N/A -156036.6 -156021.4 <0.001% 

B N/A  -158738.7 -158713.4 <0.001% 

C 13,050  -160655.5 -160629.4 <0.001% 

D 12,750  -165583.4 -165548.3 <0.001% 

E 12,750 / 10,350  -166699.6 -166660.4 <0.001% 

F 12,776 / 10,157  -168446.7 -168400.1 ≈100% 

 

Supplementary Table 5. Results of the model selection approach for all six models. The table reports 
the including best fitting breakpoint values, Akaike Information Criteria (AIC), Schwarz Bayesian 
Criteria (SBC) and weight of evidence as calculated using AIC differences.  

 

7.4. Annual Growth Rates and Associated Uncertainty  
Having identified the best-fitting model we set out to derive growth rates for the 

three demographic phases, and their associated uncertainties. Annual growth rates for 
phase 1 were simply calculated as (Supplementary equation 5):  

𝑟𝑝ℎ𝑎𝑠𝑒 1 = 100 ∙ (𝑒𝑥𝑝(𝑏) − 1)  ,                                          (5) 
  
where 𝑏 is the exponential factor resulting from the SPD regression fitting. This equation 
cannot be applied for phases 2 and 3, because the growth rate of the fitted curve is not 
constant but changes with time. Instead, we calculated the dynamic growth rate from the 
fitted model numerically, using a general equation for growth rate (Supplementary 
equation 6):  

𝑟𝑝ℎ𝑎𝑠𝑒𝑠 2 𝑎𝑛𝑑 3(𝑡𝑖) = 100 ∙ ( 𝑦(𝑡𝑖)
𝑦(𝑡𝑖−1)

− 1)  ,                                     (6) 

  
where 𝑦(𝑡𝑖) is the fitted curve value at time 𝑡𝑖.  This equation is applicable to any fitted 
model. 

Standard regression algorithms output uncertainty values that can be propagated 
into an uncertainty on the growth rate values. However, these underestimate the true 
uncertainty since they disregard other sources of uncertainty. One such source of 
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uncertainty, as mentioned above, relates to the choice of breakpoints. To estimate the 
uncertainty due to this we looked at all the runs of Model F for different breakpoint values, 
and obtained annual growth rates for each run. We then calculate their running mean and 
95% confidence interval (CI), which are shown in Fig.5, where other relevant values 
reported in the literature are also plotted (36, 41). Mean, minimum and maximum growth 
rate values for the regions outside of the breakpoint ranges (inside of which they vary) are 
reported in Supplementary Table 6. 

 
  

Annual Growth Rate  2.5%  Mean  97.5%  

Phase 1  0.0402  0.0411 0.0420 

Phase 2  -0.7908 

 𝑎 exp(-b t) + 𝑐 
a = 4.54x10-24; 
b = -0.00339;   
c = 0.0000555 

≈ 0  

Phase 3  ≈ 0 

A/(1+exp((x0-t)/s)+c 
A = 0.000080 

x0 = 9799 
s = 77.89 

c = 0.000078 

0.2278  

 

Supplementary Table 6. Mean, minimum and maximum 95% confidence interval values for the 
annual growth rate of the three demographic phases, when taking breakpoint uncertainty into 
account. 
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Supplementary Discussion 

8. Regional population patterns 

The reconstruction of demographic trends at the Iberian scale is based on the 
aggregated analysis of a large ensemble of radiocarbon dates from several regional subsets 
with different research intensities. This section discusses the regional variability in the 
inferred relative population changes and to what extent the observed patterns might result 
from research and sampling biases. The investigation and cross-correlation of regional 
trends regarding regional paleoclimate and paleoenvironmental dynamics will be further 
analyzed and discussed in more detailed future works. 

The Iberian Peninsula has been divided into 5 major regional subsets 
(Supplementary Figures 13 and 14): Cantabrian, Ebro Valley, Atlantic, Mediterranean and 
Interior. Such a division is based on regional analytical units well recognized by Iberian 
prehistorians (e.g. 47, 48) even though, in turn, each might equally be subject to some 
degree of sub-regional variation. In terms of biogeography, the whole Cantabrian subset 
falls within the Eurosiberian region whereas the rest of the regional subsets are mainly 
located in the Mediterranean domain, but under different sub-regional units depending on 
the continental influence and the altitude above the sea level (49). The main exception 
comes from Pyrenean areas, located in the north of Mediterranean and the Ebro Valley 
subsets, which corresponds to the Eurosiberian domain. 

 

 
 

Supplementary Figure 13. Distribution of archaeological sites with radiocarbon dates split by 
regional subsets and bioclimatic regions (49). The background map has been generated in ArcGIS 
10.3 using 1 arc-second SRTM raster data (available from https://earthdata.nasa.gov/) to represent 
terrain via a hillshade model.   

https://earthdata.nasa.gov/
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In order to facilitate the correspondence between the long-term demographic 
patterns with the archaeological sequence, Supplementary Figure 14 displays the chrono-
cultural scheme for each of the main regional subsets according to updated bibliographic 
references. This figure also represents the Greenland strato-type chronology (50) and the 
limits of the proposed demographic phases from the study of the growth rates (see 
Supplementary Methods Section 7). 

 

 

Supplementary Figure 14. Chrono-cultural scheme at the different regional subsets according to 
different authors: Mediterranean (51-53), Cantabrian (54), Atlantic (55) and the Ebro valley (56, 57). 
The right column displays its correlation with the demographic phases of the complex model of 
population dynamics. 

For each regional subset, the radiocarbon record has been analyzed following the 
methodology outlined in the Methods section and described above (Supplementary 
Methods). Subsequently, the population proxy was rescaled and compared to the 95% 
confidence interval (CI) of a null model of exponential growth. To fit this exponential null 
model on each regional population proxy, we have generated a randomly subsampled file 
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from the original (Iberian) dataset, with the same number of radiocarbon dates than the 
original regional unit dataset. Such a comparison allows to identify, in each regional time 
series, both positive and negative departures from the exponential model of demographic 
growth. 

8.1. Cantabrian subset  

In the Cantabrian subset, the population proxy shows four episodes with regional 
population densities above the exponential null model. The first two occurred virtually in 
succession along the Middle Magdalenian (18-17.6 kya and 17.4-16.3kya) and the first half 
of the Upper Magdalenian (15.6-15.3 kya) (58), during Heinrich event 1. After this episode, 
the population levels slightly decreased falling within the 95% CI of the null exponential 
model. A subsequent abrupt increase in the population proxy is observed at the end of the 
Final Upper Magdalenian leading to a short episode, around 13.7-13.5kya, when the 
inferred population lies above the exponential envelope. This episode roughly corresponds 
to the transition from the Final Magdalenian to the Early Azilian, after which we identify a 
consistent downward trend in population densities, between the end of GI-1 and the 
Younger Dryas to fall below the exponential null model during two negative pulses along 
the Early Holocene at 11.7-11.3,9.3-86. kya. Finally, there is a recovery in the population 
proxy to reach a brief peak at 7.7-7.65 kya, during the Late Mesolithic period. 

            Certainly, there are some research and taphonomic biases that could have affected 
the observed patterns. Firstly, a considerable number of Upper Magdalenian radiocarbon 
dates come from archaeological cave deposits discovered and partially excavated in the 
early 20th century. In those sites, there is an under-representation of the Early Holocene 
archaeological record, which was partially exhumed to reach the richer Upper Palaeolithic 
deposits. Systematic fieldwork projects based on karstic complexes such as El Mirón and La 
Garma, firmly provide Early Holocene occupational evidence (59-61) even though without 
the densities of faunal and lithic remains found in previous Middle to Upper Magdalenian, 
characterised by dense palimpsest deposits (62).  

 In addition, new dating programs focused on Asturian (Early and Late Mesolithic) 
deposits tend to correct this bias in the radiocarbon record (63, 64). A second problem is 
the destruction of archaeological sites produced by the sea level rise, which certainly should 
have affected the coastal Late Upper Paleolithic and Early Holocene sites. For the Early 
Holocene section, especially for the Asturian period, we note a positive research bias on 
shell midden research which has produced a considerable number of radiocarbon dates on 
shell samples (n=25) and human remains requiring a marine and mixed marine and 
atmospheric calibration (12, 65). 
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8.2. Ebro Valley subset 

The Ebro valley time series presents three positive and one negative deviations from 
the exponential null model, reflecting three phases of statistically significant higher 
population levels.  The first one is observed during 14.2-13.8 kya (Final Upper Magdalenian), 
leading to a statistically significant positive deviation and, a second isolated pulse around 
13.6 kya, during the transition from the Late Upper Magdalenian to the Epipaleolithic. From 
this point, we observe a gradual decrease on the population proxy leading to a short 
episode 11.8-11.5kya below the 95.4% CI. A gradual monotonic increase in the population 
proxy is documented from 11.2 kya, leading to the second episode 8.7-8.5kya in which the 
population proxy increases above the 95.4% CI, roughly corresponding to the beginning of 
the Late Mesolithic. A sharp decrease in the SPD is documented from the 8.4 to the 8 kya, 
which could be correlated with the effects of the 8.2 kya cold climatic event on Late 
Mesolithic populations (66, 67). Such decrease, however, has not produced any statistically 
significant deviation from the exponential null model.   

Even though the sample size from this regional subset seems representative enough 
for drawing major trends on relative population changes, there are several research and 
sampling biases, which could potentially affect the observed patterns. Firstly, most of the 
radiocarbon record analyzed in this regional unit comes from rock shelter-oriented 
fieldwork, focused on multi-layered archaeological deposits (68). In some subregional 
subsets, like the Central Ebro Valley, the archaeological record is mainly composed of rock 
shelters sites, with stratigraphic evidence dated to the second half of the Early Holocene, 
corresponding to the Early and Late Mesolithic periods (69, 70). In addition, in this area, 
different research programs have focused on the Mesolithic to Neolithic transition or on 
the archaeological context of the Levantine rock art, both resulting in an 
overrepresentation of Late Mesolithic radiocarbon dates. Certainly, more recent research 
programs focused on rock shelter sites have provided occupational evidence from the Early 
Magdalenian to the end of the Late Mesolithic (56, 57) including Younger Dryas-Early 
Holocene occupations.   

8.3. Mediterranean subset  
 

The Mediterranean subset shows two main episodes at 13.7-13.6kya and 13.1-12.7 
kya with population levels above the 95.4% CI of the exponential model of demographic 
growth. These regimes of positive growth cover most of the Final Upper Magdalenian and 
the Early Epimagdalenian periods. 

In contrast, we find an abrupt decrease in the relative population proxy 
chronologically correlated with the onset of the YD in the Mediterranean region (71, 72). 
From here, the inferred population levels show a steady fluctuating pattern within the 
broad 95.5% CI envelope of the null exponential model, until the end of the time series.  
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  While the general pattern described by the population proxy is very similar to other 
neighbor units such as the Ebro Valley, it is worthy to note some research biases. First, the 
Final Upper Magdalenian and the succeeding Epimagdalenian have been intensively 
studied, focusing most of the fieldwork effort, which has produced datable material (52, 
53, 73, 74). This, in part, might explain the overrepresentation of dates from the final part 
of GI-1 causing an abrupt increase in population proxy. In addition, the regional subset is 
affected by certain degree of sub-regional variation, which is especially meaningful for the 
Late Mesolithic, a period whose archaeological evidence remains elusive in Cataluña 
(75,76).   

8.4. Atlantic subset  
 

In the Atlantic subset, most of the current radiocarbon record comes from the 
central and southern regions of Portugal, whereas the northern area (including the well-
known Côa Valley) has produced very few radiocarbon dates, most of them from Early 
Holocene occupations (77).     
  The Atlantic subset fits the expectations of the exponential model, showing two 
major positive deviations at 9.4-9.3kya, during the Early Mesolithic and, particularly, at 7.9-
7.5kya during the Late Mesolithic. For most of the time series, however, the reconstructed 
population is within the 95.4% CI limits of the exponential model, with three episodes of 
statistically significant negative departures from the null exponential model, one of longer 
duration at 15.2-14.3kya, and two more exiguous pulses around 12.7 kya and 10.4 kya.   

 Previous studies have suggested the impact of the Heinrich 1 stadial (18-15.6 kya) 
and the YD (12.8-11.6 kya) on population densities (55), which is consistent with our results.  
  The Preboreal-Boreal transition shows a consistent upward trend leading to a 
period, between 9.5-9 kya, of statistically-significant high population densities. This trend 
falls within the so-called Early Mesolithic in which human groups broaden their diets 
incorporating well adapted forest game and small prey (78). As mentioned above, the 
second episode of significant population increase is dated during the Late Mesolithic, a 
period of major transformations on settlement and subsistence patterns. Different studies 
suggest a major relationship between the regional effects of the 8.2 kya cal BP event with 
a change of the upwelling conditions and the increase of shellfish productivity favoring the 
settlement concentration in estuaries such as those of the Muge and Sado rivers (39, 79). 
The appearance of shell middens associated with Mesolithic cemeteries suggests a shift to 
more stable residential sites in ecologically rich estuaries (39). Another issue is determining 
to what extent the higher residential stability inferred from these shell middens 
corresponds to permanent or recurrent occupations as recently addressed in pioneering 
high-resolution micro-stratigraphic studies (80).   

It is noteworthy that the increase of the population proxy observed during the Early 
Holocene, specially for the Late Mesolithic, could be partially explained by a positive 
research bias on the shell middens research in the Muge and Sado estuaries or the Western 
Algarve (40, 81, 82). In fact, the Atlantic subset concentrates the highest number of 
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radiocarbon dates requiring marine calibration, both on shell samples (n=119) and or 
human remains with a variable percentage of marine diet (n=25).  

8.5. Interior subset  

The interior subset shows a highly discontinuous trend caused by the lower 
intensity of the archaeological research compared to the other regional subsets included 
in this study. Even though the low number of dates and sites currently available for this 
area prevents us from obtaining reliable estimates of relative changes on population 
densities, it is worthy to mention the major continuities and discontinuities inferred by the 
radiocarbon record considered in recent works.  

While there is stratigraphically and chronometric consistent information for the 
Middle and Upper Magdalenian (83, 84) we observe two major periods without reliable 
radiocarbon evidence, one dated 12.4-10.3 kya during most of the Younger Dryas and the 
Preboreal, and another from the 8.5 kya onwards.  
  

 
9. Correlation with proxy records of palaeoenvironmental change 
 

To quantify the degree of correlation between the Iberian population model and 
proxy indicators of environmental and climate change, we use Spearman’s rank correlation 
test. We feel this is useful approach for describing the overall responses of human 
population to changing environmental conditions. The climatic and biogeographic diversity 
of the Iberian Peninsula hampers attempts to study the causal relationships between 
population levels and environmental change, for example using cross-correlation 
techniques. This work should instead be undertaken at a sub-regional level, where such 
relations hold meaning. Such further work is planned; what we report here is a descriptive 
account that such relations exist in Iberia and are worthy of future investigation.  

Taking advantage of methods whereby we have bootstrap-simulated SPDs, we 
perform the correlation test 1000 times for each proxy, each time using a different 
simulated SPD. In this way, we can express what variability in the resulting correlation 
coefficients is caused by errors inherent to the process of radiocarbon measurement and 
calibration. 

The palaeoenvironmental proxies considered here are temperature globally, via 
GISP2 18O records (50) and regionally via a sea surface temperature proxy from the deep-
sea core MD95-2043 in the Alborán Sea (71) and the pollen-based indexes of precipitation 
and temperate Mediterranean forest (72). These are plotted alongside the SPD bootstraps 
in Supplementary Figure 18. 

The results indicate that overall, by considering the period 18,000 to 8000 cal BP, 
there are strong correlations between all the palaeoenvironmental proxies and the 
demographic proxy. During demographic phase 1, we find a strong correlation between 
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vegetation, temperature and precipitation records. During demographic phase 2, we 
observe no significant correlations. During demographic phase 3, the only significant 
correlation in the data is a weakly negative correlation between global temperature and 
demography. These results are summarized in Supplementary Table 7. 

 
 
 
 

 
 
Supplementary Figure 15. Climate and demographic proxy data used for correlation analysis.  
Top (red line): Variation of G18O values from the GISP2 ice-core record (50). Middle (turquoise line): 
Precipitation index (Ip) based on pollen data from Alboran Sea marine core MD95-2043 (72). Middle 
(dark green line): Percentage of Temperate Mediterranean Forest (TMF) cover, based on pollen 
indices from Alboran Sea marine core MD95-2043 (72). Middle (black line): Sea Surface 
Temperature (SST) based on Alkenone from core MD95-2043 (71). Bottom: SPD bootstrap 
simulations employed at the Spearman’s rank correlation coefficient analysis. Colours denote the 
demographic phases considered at this study: Demographic Phase I (blue), Demographic Phase II 
(light red), and Demographic Phase III (light green). 
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Proxy Overall (18,000 
to 8000 cal BP) 

Demographic 
Phase I 

Demographic 
Phase II 

Demographic 
Phase III 

GISP2 δ18O 0.67±0.14 
p<10-13 

0.53±0.14 
p<10-13 

0.15±.028 
p≈0.005 

-0.1±0.14 
p≈0.005 

Sea surface 
temperature 

0.58±0.12 
p≈7.3×10-12 

0.55±0.12 
p<10-13 

0.12±0.28 
p≈0.15  

0.05±0.17 
p≈0.59 

Index of precipitation  0.46±.1 
p≈3.7×10-7 

0.38±0.1 
p≈.01   

-0.04±0.21 
p≈0.35 

0.21±0.12 
p≈0.34 

Temperate 
Mediterranean forest 
(TMF) 

0.47±0.1 
p≈1.7×10-7 

0.35±0.11 
p≈0.02     

0±0.22 
p≈0.35   

0.32±0.15 
p≈0.13 

 
Supplementary Table 7. Correlation coefficient (Spearman’s ρ) for proxy data and 1000 
bootstrapped SPDs  (mean±s.d., normally distributed) * – from 13,000 to 8000 cal BP. p values 
(median value for the 1000 iterations) indicate the probability of the correlation being due to 
random chance.  
 

Like any correlation, care must be taken not to over-interpret these results. They 
serve a descriptive function; overall, increased temperatures, precipitation and vegetation 
associated with the Pleistocene-Holocene transition should be expected to positively 
correlate with demographic increases. Turning to the separate demographic phases, a 
similar correlation should be expected during Demographic Phase I, as (notwithstanding 
the onset of the Younger Dryas at the end of the phase), on average, the climatic conditions 
were improving and the human population was growing steadily. Conversely, the 
fluctuating population during Demographic Phase III is clearly at odds with the stable 
environment of the Early Holocene, and as such, correlation is neither expected nor 
observed. 

This exercise usefully highlights the special properties of Demographic Phase II. 
There are no correlations during this phase because whilst the environment was 
undergoing rapid change, the human population remained stable and low (as modelled in 
our study as an exponential fall at ca. 12,750 BC towards a limiting factor). At this scale of 
analysis, constant changes to the environment could in theory have imposed a carrying 
capacity significantly less than the circumstances prevalent at the end of Demographic 
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Phase I. As this exercise demonstrates, the archaeological 14C data are consistent with this 
hypothesis. 

As an aside, it is noteworthy that one of the fluctuations during demographic 
phase III, a temporary downturn in activity during the late 9th millennium, appears to 
coincide with the ‘8.2 kiloyear event’. However, it should be noted that the downward 
movement of the radiocarbon record actually occurs before the 8.2k event, between 8400 
and 8200 cal BP, and a causal relationship with the 8.2k event cannot be inferred. 

Differences in environmental conditions between Demographic Phases II and III 
are highlighted when we compare the variance of the palaeoenviromental proxy data 
during each phase. To express this numerically, we have detrended the proxy data by fitting 
a composite series of linear models (one per demographic phase) to the time series, 
subtracting these functions from the proxy data, and calculating the variance of the result. 
We used the ‘detrend’ function in the R package ‘pracma’ to do this. The results are shown 
in Supplementary Table 8. 
 

Proxy Demographic 
Phase I 

Demographic  
Phase II 

Demographic 
Phase III 

GISP2 δ18O 1.3‰ 0.43‰ 0.11‰ 

Sea surface temperature 1.3 °C 0.59 °C 0.24 °C 

Index of precipitation  0.038 0.017 0.0043 

Temperate Mediterranean 
forest (TMF) 180% 46% 23% 

 
Supplementary Table 8.  Detrended variance (σ2) of the palaeoenvironmental proxies during each 
demographic phase.  
 

In all cases, the palaeoenvironmental proxies have much less variance during 
Demographic Phase III compared to Demographic Phase II, modelling how instability in the 
environment can be a constraining factor for human populations. 

Of course, during Demographic Phase I, the environment was even more unstable, 
but because in Iberia the demographic response was better correlated with generally 
increasing temperatures and precipitation (Supplementary Table 7), there was less impact 
on population. From 14,000 cal BP, as Younger Dryas environmental change took hold, a 
complex interplay between environment and population can be observed, again reflecting 
the general pattern that environmental instability is a limiting factor for human population 
growth. 
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